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Exercise 1.

1 1 0 1 0 0
tk(A—I3) =tk | 0 -1 1 - k|0 -1 1|=2
o 1 1) @reta 2 -1 1

Hence the matrix A — I3 is not invertible, hence 1 is an eigenvalue of A.

1
2. Iff we set X1 = | 1] we have AX; = X1, hence X; is an eigenvector of A associated with the eigenvalue 1.
1
3.
-2 1 0 1-X 1 0 1-—A 1 0
Xa(A) =det(A—Al3)=|0 =X 1 = 1—-XA =X 1 = 0 —1-A 1
—2 1 2o NOEOFeRGs N1 ooz RERIR ] o 0 2-2

=—A-1DWA\+1)(A=2)
Hence the eigenvalues of A are:

e 1 of multiplicity 1,
e —1 of multiplicity 1,
e 2 of multiplicity 1.

4. We already have an eigenvector of A associated with the eigenvalue 1. We now determine an eigenvector of
A associated with the eigenvalue —1:

T4y =0 T+ Yy =0 T=2z
E_: y+ z=0 = y+ z2=0 <= (y=—=2
x4 y+3z=0 T 3y+32=0 z=z.
1
We hence choose X_; = [ —1 | as an eigenvector of A associated with —1.
1

Similarly for the eigenvalue 2:

—2z+ y =0 r=z/4
Es: —2y+2=0 < Jy=2z/2
—2z4+ y =0 Z=2z.
1
We hence choose X5 = | 2 | as an eigenvector of A associated with 2.
4
1 1 1
Finally, we set P= |1 —2 2 ]. Since the columns of P consist of three eigenvectors of A associated with
1 1 4
1 0 0
distinct eigenvalues, we know that P is invertible. If weset D= |0 —1 0| we have A= PDP~".
0O 0 2
Exercise 2.
1.
-1 1 0 -1 0 0
tk(B—1I3)=1tk | 0 -1 1 = rk -1 1] =2
2 -5 3) Gt 2 -3 3



-2 1 0 1-x 1 0 11—\ 1 0
xpA) =det(B—X3)=|0 -x 1 = I-XA =X 1 = 0 —1-Xx 1
R S | [ P W I NI o sy i ) —6 44—\
“1-x 1
:(1—)\)’ 6 4_)\’:(1—/\)((—1—/\)(4—/\)+6):(1—/\)()\2—3)\4—2)
=1-MA-1)(\-3)
=—A=13\-3).

Hence the eigenvalues of B are:

e 1 of multiplicity 2,
e 2 of multiplicity 1.
Now, from Question 1 and by the Rank—Nullity Theorem we know that the dimension of the eigenspace of B

associated with 1 is dim F; = 3 — rk(B — I3) = 1. We notice that multiplicity(1) = 2 # dim Fy = 1, hence B
is not diagonalizable.

3. a) e Clearly, BU = U (obtained as the sum of all three columns of B), hence U is an eigenvector of B
associated with 1.

2 2
e Also, BW = 4 = [4] = 2W, hence W is an eigenvector of B associated with the
2—-10+16 8
eigenvalue 2.
0
e Finally, BV = | 1| =U+V, hence (B —1I3)V =U.
2

b) Let z,y, z,a,b,c € R. Then:

T a r—y+ z=a r— y+ z=a r—y+z=a
Blyl=1|b] < =z +2z=0 — y+ z=b—a — y+z=b—a
z c r+y+dz=c ﬁgiﬁiiﬁi 2y+3z=c—a RacRs—2Ra z=a—2b+c

r=—2a+ 5b—2¢c
— (y=—-2a+3b-c

z=a—2b+c
Hence P is invertible and
-2 5 =2
plt=1-2 3 -1
1 -2 1
¢) Since the columns of P are U, V and W we have:
| | | | |
BP=|BU BV BW|=|U U+V 2W
o | | | |
Now,
1 1 0
PlO] =T, Pl1]|=U+YV, PlO]| =2W,
0 0 2
hence
1 1 0
Plu=(0]|, Pl U+V)= (1], Plew)= (0],
0 0 2
so that



4. Let n € N with n > 2.

0 0 O
a) N>2=[0 0 0 hence, N = 0py, (r)-
0 00
b)
010 010
DN=[0 0 0}, ND=|0 0 0},
0 0 0 0 0 0

hence DN = ND, i.e., N and D commute. Now, T'= D + N hence, by the Binomial Theorem,
" =(D+ N)"

_n N\ Sn—k Atk
_kz—o<k>D N

=D"N° + (;‘) D" 'N'  since Vk > 2, N¥ = 0y,

:D7L+nD7L—1N

1 0 O 1 0 0 01 0

=101 0]+n|0 1 0 0 0 O

0 0 2» 0 0 2¢t/\0 0 0

1 0 O 01 0 1 n O

=01 0]4+n{0 O O0)J=10 1 O

0o 0 27 0 0 0 0o o0 2"

¢) Now B™ = PT"P~!, hence

1 -1 1 1 n O -2 5 =2 A -2 5 =2
B"=|1 0 2 0 1 0 -2 3 -1 = n on+l -2 3 -1
1 1 4 0o o0 2" 1 -2 1 1 n+1 272 1 -2 1

—2n 42" 2+3n—-2"tt  —1-n427
=|-2n—-142"" 543n—27+2 2 _p42ntl
—2n — 44272 84 3n — 27+t 3 n 4 2nt2

\—/ /\
—
3
|
—_

Exercise 3.

1.
-2 4 =2
tk(C—1I5) =tk | -4 8 —-4]=1
-8 16 -8

(since all three columns are proportional).

2. Hence, since C' — I3 is non-invertible, 1 is an eigenvalue of C'. Moreover, by the Rank—Nullity Theorem, the
dimension of the eigenspace associated with the eigenvalue 1 is dim Fy = 3 — rk(C — I3) = 2. Hence we
conclude that the multiplicity of 1 is at least 2.

3. We’re missing one eigenvalue. To determine it we use the trace of C: tr(C') =1 = 1 + 1 + missing eigenvalue.
Hence the other eigenvalue of C' is —1. We conclude that the eigenvalues of C' are:

e 1 of multiplicity 2,
e —1 of multiplicity 1.

Since dim E; = 2 = multiplicity (1) and since —1 is of multiplicity 1, we conclude that C' is diagonalizable.

Exercise 4.

1. Let A, M € K with A # X. We show that F\ and F)\. are independent by showing that Ex N Ey = {0g}: let
u € ExNEy. Since u € Ey) we have f(u) = Au and since v € Ey we have f(u) = Mu. Hence f(u) = Au = Nu

hence (A — X)u = 0g. Since A # X', we have A — A’ # 0 and we must hence have u = 0g. We conclude that
ExNEy = {OE}



2. a) Let u = (z,y) € E. Then:
w€ By < (f—4idg)(u) =0 < (—3z—3y,—3z—-3y)=(0,0) < z4+y=0 < uv=12x(1,-1).

We conclude that Ey = Span{(1,—1)} # {0g} and that ((1,—1)) is a basis of Ej.
b) Let A € R\ {4}. Let u = (z,y) € E. Then:

(1-XNz—

ue Ey < (f—Aidg)(v) =0p < ((1 =Nz —3y,—-3z+ (1 - A)y) =(0,0) < {
(1—=XNy=0 —3x + (1—Ay=0
y=0 55 { (1= 27— 9)y

-3z +
=, {0
RQFR2+%R1 (§

(1-X)?=3)y=0 R,<3r, )2=9)y=0
-3z + (1-Xy=0 {—3x+(1—)\)y:0
S —
{ A+ -y =0 p, T, (A+2)y=0
1 ifA=-2
Hence the rank of this system is ! . Hence
2 otherwise.

B\ #{0g} <= A= -2,
and
ueEE 3 <= -32+3y=0 <= z=y <= u=2ux(1,1).

Hence a basis of E_ is ((1,1)).

¢) We know that E4 and E_5 are independent. By Grassmann’s Formula:

Hence, by the Inclusion—Equality Theorem, Fy ® E_s = FE and we conclude that F, and E_5 are
complementary subspaces in E.

d) Set B = ((17 —1), (1, 1)) Since Fy and E_5 are complementary subspaces in E, we conclude that £ is a

basis of E. We have:
Ma=(y °
2=\ e

Exercise 5.

1 1
l.a)y A=12 -1
1 -1

1 1 1
b)B_(2 o _1>.
c) Let (x,y,2z) € F. Then
(fog)w,y,2) = f(9(x,y,2)) = flx+y+ 22z —y—2) = 32,3y + 32, —x + 2y + 22).
3
0
~1

0 0
Hence C = 3 3
2 2

1 1 3
c=aB=|2 -1 (; ! 11>: 0
1 -1 -1

N W O
N W O

2. a) e f(u;)= f(1,1)=(2,1,0) = v + vy hence [f(m)](g: 1

=3z+(1—-XNy=0

3y=0



-3
o f(uz) = f(1,-1) =(0,3,2) = —3v1 + v + 2v3 hence [f(ul)]% = ( 1 ) )

2
Hence 1 3
A=1(1 11].
i)
o g(v1) = (1,2) = %ul - %uz hence [g(vl)]@ = (_31//22>
o of0a) = (2:1) = Jur + Jus henee [o(o)] = (3
e 003) = (.0) = -+ b [oon], = (32).
Hence
. (3/2 3/2 3/2
B = (—1/2 1/2 3/2) '
b) Hence

I =3 3 0 -3
' I 3/2 3/2 3/2
C'=AB=|1 1 = 1 2 3.
(0 2)(—1/2 1/2 3/2> (_1 | 3)



Exercise 6.

f(1,0)




